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ABSTRACT. The discussions which follow rest on a distinction, 
first expounded by Husserl, between formal logic and formal 
ontology. The former concerns itself with (formal) meaning-struc­
tures; the latter with formal structures amongst objects and their 
parts. The paper attempts to show how, when formal ontological 
considerations are brought into play, contemporary extensionalist 
theories of part and whole, and above all the mereology of Lesniew­
ski, can be generalised to embrace not only relations between con­
crete objects and object-pieces, but also relations between what we 
shall call dependent parts or moments. A two-dimensional formal 
language is canvassed for the resultant ontological theory, a language 
which owes more to the tradition of Euler, Boole and Venn than to 
the quantifier-centred languages which have predominated amongst 
analytic philosophers since the time of Frege and Russell. Analytic 
philosophical arguments against moments, and against the entire 
project of a formal ontology, are considered and rejected. The paper 
concludes with a brief account of some applications of the theory 
presented. 

1. Fonn 

We can distinguish, in relation to every object or region of 
objects, both formal and material truths. Material truths 
are, for example, the truths of the natural sciences. As 
examples of formal truths we might consider: 

or: 

if r is part of sands is part oft, then r is part oft, 

ifs is part of but not identical with t, then there is a 
part oft which is not part of s. 

Formal truths of this kind correspond, we shall argue, to 
formal structures or relations in the underlying region of 
objects, material truths to underlying material structures 
or relations. Form and matter can therefore be distinguished 
on two distinct levels: on the level of truths, and on the 
level of things. 1 Formal ontology consists in the investiga­
tion of formal structures or relations on this second level; 
it concerns itself only indirectly with formal truths on the 
first. level. It is therefore to be distinguished from another, 
somewhat more familiar formal discipline, the discipline 
of logic. Formal logic does not concern itself with objects 
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or object-relations in the world; nor does it concern itself 
specifically with sentences about such objects. It deals, 
rather, with sentences in general (including, for example, 
the sentences of mathematics),2 and where it is applied to 
sentences about objects it can take no account of any 
formal or material object·structures which may be ex­
hibited amongst the objects pictured. Its attentions are 
directed, rather, to the relations which obtain between 
sentences purely in virtue of what we can call their logical 
complexity (for example the deducibility-relations which 
obtain between any sentence of the form A & B and 
sentences of the forms A and B). 

The distinction between formal logic and formal ontology 
reflects a corresponding distinction between logical and 
ontological complexity. The first kind of complexity is, as 
a result of the work of logicians since F rege, comparatively 
well-understood. It is that kind of complexity which is 
captured by the propositional and predicate calculi. 3 

Complexity of the second kind is unfortunately less well­
understood (though because of the ontological centrality of 
the relations of part and whole, we can expect to learn 
much that is of relevance to formal ontology from those 
philosophers, from Boole and Husserl to Lesniewski and 
Goodman, who have seriously investigated such relations4). 

Our comparative lack of understanding of formal on­
tological complexity has its roots in a confusion, character­
istic of analytic philosophy since its inception, which 
consists in the running together of the formal and the 
formal lo~cal.5 That this is not an arbitrary confusion will 
become clear when we investigate the sense in which formal 
logic and formal ontology can justifiably be regarded as 
sharing in common ti1e trait that they are both formal 
disciplines. Both consist in the investigation of certain 
formal, as opposed to material, structures and relations 
manifested by their respective subject-matters; but we 
cannot yet say by what criterion the specifically formal 
structures in any given subject-matter are to be delineated. 
What do the formal relations between sentences investigated 
by logic have in common with the formal object-relations 
investigated by ontology? How do we establish, for ex-
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ample, that function, argument, conjunction, implication, 
truth, falsehood, on the one hand, and object, property, 
part, whole, overlapping, discreteness, on the other hand, 
are fonnal concepts? Formal concepts and formal structures 
and relations amongst sentences or things do not come 
ready labelled as such. And since we have no independent 
definition of 'material', we shall make no headway, either, 
if we attempt a negative definition of the formal as 'that 
which is independent of, or such as to apply equally to, all 
matter'. 

Our contention is that it is the concept of operation 
which is the key to the understanding of form. Formal 
concepts, whether logical or ontological, are most readily 
delineated by the fact that the meanings of the corre­
sponding signs are determined exhaustively by the directives 
or operational rules which govern their use.6 To paraphrase 

the Tractatus only slightly (cf. 6.126): one can calculate 
whether a logical or ontological constant is formal, by 
calculating the formal properties of the corresponding 
symbol. Without bothering about sense or meaning we 
construct the formal constants out of others using only 
rules that deal with signs, i.e. by successively applying 
certain operations that always generate further formal 
constants out of the initial ones. Thus the meaning of the 
formal logical constant '&' is determined exhaustively 
by the operational rules which govern its use. But this 
is true also, as we shall see, of the meanings of the constants 
('is a whole', 'is a part', etc.) of formal ontology. 

This operational understanding of the formal was first 
propounded by Husserl in his early writings on the philoso­
phy of logic and mathematics. 7 It can be extracted cleanly 
from the Tractatus, but only by substituting the word 
'formal' for relevant occurrences of the word 'logical' in 
Wittgenstein's text - which throws clear light on the nature 
of the analytic philosophical confusion. 

That this confusion is not entirely without justification 
can now be shown as follows. If the most serviceable 
criterion of the formal is rooted in the operational behaviour 
of corresponding symbols, then because it is logic, and not 
ontology, which deals most directly with structures and 
relations exhibited in language, the assumption lies ready to 
hand that all that need by said concerningfonn can be said 
within the confines of the province of logic. The main­
stream of analytic philosophy has accordingly acquired a 
tendency to ignore the formal structures and relations 
exhibited amongst objects in the world. Hence we see why 
the theory of part and whole, and related formal ontological 
disciplines, have so conspicuously failed to establish them­
selves within it. 

It is Frege, more than anyone else, who is responsible 
for this development. Frege's attempts, in the Begriffs· 
schrift, to understand the logical form of scientific sentences 
led to his discovery of the theory of quantification, a 
theory which made possible the first formally adequate 
representation of multiple generality.8 Frege's success in 
the application of this theory to the problem of represent­
ing the forms of mathematical sentences, a success which is 
unparalleled in the history of logic, laid the foundations of 
a methodological tradition within which quantificational 
logic came to occupy a central and impregnable position 
- to the extent that the formal machinery at the disposal 
of the analytic philosopher has consisted almost entirely 
of the (logical) machinery of the prediate calculus. 9 

Logicians before Frege had taken for granted the exis­
tence of some kind of parallelism between the surface (sub­

ject-predicate) form of assertoric sentences and the nexus 
of substance and quality, or substance and accident, in the 
world. Whilst not directly calling into question the existence 
of such a mirroring relation between language and world, 
Frege denied its logical relevance, asserting that the logical 
structure-building principles of language - which he saw 
as consisting in the application of function to argument -
lay at a level distinct from that of surface grammar. This 
recognition of the sui generis nature of logical structure 
had a tremendous positive impact on subsequent logical 
inquiries. But because one of the most important lessons 
of Frege's early thought, that there is a radical heterogenei­
ty between logical and ontological structure, was never 
taken to heart by his successors, it has had equal and 
opposite negative consequences for the discipline of on­
tology. Where traditional philosophers had been too ready 
to read into language the structures of the world, post­
Fregean philosophers have shown themselves too ready to 
read into the world the structures of (one particular formal 
logical) language. They have presumed, in effect, that the 
structures of the world can be adequately understood pure­
ly in terms of those structural moments isolated within 
the predicate calculus (or within its ontological step-mother, 
the theory of sets). We wish to suggest in what follows that 
it is possible once more to prise apart the disciplines of 
formal logic and formal ontology, by bringing into focus 
the heterogeneous nature of the two sorts of structure­
building principles which form their subject-matters. 

2. Propositional pictures I 

Formal ontology seeks to develop a formal language whose 



FRAMEWORK FOR FORMAL ONTOLOGY 75 

syntax will mirror directly all and only those (fonnal) 
structure-building principles which are to be encountered 
in the world. 10 If, for example, there are no negative entities 
in the world (for example no negative states of affairs}, 
then the directly depicting language of fonnal ontology will 
contain no negative propositions. 

This ideal is by no means achieved by Lesniewski's 
mereology, whose symbolism embodies a misture of syn­
tactic devices constructed for the purposes of representing 
ontological relations with, on the other hand, alien logical 
machinery (for example the machinery of quantification). 
The ideal is more nearly approximated to by an earlier and 
nowadays too often neglected attempt to fonnalise the 
relations of part and whole, the calculus of Venn (or 
Euler diagrams). Venn's original ideas will not, of course, 
pass muster as the basis of a formally rigorous notation, 
and the various attempts that were made in the 19th century 
to exploit these ideas in the direction of greater fonnal 
serviceability failed equally to achieve the required standards 
of rigour - principally, we may say, because their authors 
did not have the benefit of Frege's work, nor of the work 
of subsequent logicians. 11 Further, their use often involved 
precisely that running together of logical and ontological 
considerations criticised above. 12 Yet we believe that 
there is no fundamental incompatibility between Venn's 
ideas and Fregean and post-Fregean notions of rigour. 
We shall argue, more precisely, that it is possible, taking as 
our starting point certain ideas of Venn and his contempo­
raries, to develop a rigorous formal ontological language 
having precisely the requisite property that its constituent 
propositions or propositional pictures mirror formal struc­
tures and relations in the world. The Tractarian allusions 
here are not incidental: it will turn out that it is impossible 
to express, within the fonnal ontological language, those 
truths of fonnal ontology which it has been devised to 
elucidate. Such truths will, rather, show themselves in the 
application of the language. 

We shall have space here to present only the briefest 
outlines of a Venn-like formal notation, providing only 
preliminary hints as to how it might be possible to state 
formation rules of sufficient generality that they can 
accommodate propositional pictures of arbitrary com­
plexity .13 We shall rather content ourselves, here and in 
Section 5, with a specification of the basic component­
fonnulae and of their equivalents in a rough-and-ready 
mereological English. 

Italic letters enclosed within circular (eventually also 
non-circular) frames are names of objects in the world. 
The propositional pictures of our language consist entirely 

of names, compounded together in ways which reflect 
fonnal ontological relations between the objects named. 14 

Because they consist entirely of names they are - in the 
tenninology of the Tractatus - logically elementary, and 
therefore also logically (though not ontologically) in· 
dependent. 

(I) CJ[) 
shall signify that two objects t and s exist, and that they 
overlap materially. Here the term 'object' is used in the 
widest possible sense. It embraces not only the perceptually 
discriminable furniture of the material universe, but also, 
for example, material qualities and relations, actions, events 
and processes, spatial and temporal stretches, mental acts, 
states and their contents, and more or less arbitrarily dis­
criminated parts and aggregates of all of these.15 Thus our 
circular frames carry no presupposition to the effect that 
their underlying matters are in any sense intrinsically 
unified. They may, for example, signify merely the demar­
cation of some area of interest.16 (I), for example, might 
express the fact that what Smith believes is true overlaps, 
partially, with what Mulligan be lives is true. The fonnal 
representation of unified wholes will occupy us in § 5 
below. 

will signify that t and s exist and are discrete from each 
other.16 That two wholes are identical is represented by: 

(Here the letters 't' and 's' may be assumed to be super­
imposed, one upon the other; it is merely for reasons of 
legibility that they are printed separately.) 

might signify that the whole s is a proper part of a second 
whole t. '<l>' signifies simply that t exists; 'O' that a whole 
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(something) exists. It is a simple matter to devise more 
complex ideographs after the manner of Euler and Venn 
(but incorporating, be it noted, only the purely positive 
fragment of their notational calculi). 

Any pictorial complex of the sort indicated above can 
be read or understood in two distinct ways: either as a 
propositional picture, asserting that its underlying matter, 
as thus and thus constituted, exists; or as a complex name 
of this matter. 17 The reader may ask what relation such a 
language - which, according to the favoured reading of 
its constituent formulae, consists entirely either of names, 
or of existence propositions - might bear to any actually 
existing language with which he is familiar. Whilst no 
natural language consists exclusively either of names or 
of existence propositions, the work they perform is in­
dispensable to any language. It is through names, in con­
texts in which they are bound up with serious suppositions 
of existence, that language achieves its relation to the 
world.18 The formal ontological language, therefore, 
involves no constructions not already to be encountered 
within natural language as normally conceived .19 But the 
formal language enables us to bring into light a property 
of existence propositions as these occur in ordinary dis­
course which has been too often overlooked. For excessive 
concentration on the problem of whether 'exists' is a 
genuine predicate has distracted attention away from a 
peculiarity of such propositions, namely that from the 
truth of any proposition of the form 'a exists', we can 
infer ontologically the truth of an existence proposition 
about any part of a (see e.g. (5) below). 

It is by reference to the vertical relation between language 
and the world that the vertically interrelated structures of 
names and nameables treated of by formal ontology are 
distinguished from the horizontal relations between sen­
tences and their parts treated of by logic. The formal 
ontological language, then, is not a language in any usual 
sense. It has been devised for the purposes of laying bare 
the formal ontological complexity of names and nameables, 
abandoning entirely the task of representing the logical 
structures of the sentences in which names normally occur. 
A sentence (propositional picture) such as ( 4) is logically 
structureless; it contains no logical connectives, no quanti­
fiers or predicate expressions, nor any analogues of these.20 

And it leaves no scope for the application of the Fregean 
analytic device of distinguishing function and argument: 
all its constituent (well-formed) expressions are complete. 
Hence we should exhibit no surprise at the fact that, from 
the logical point of view, the expressive powers of the 
language are so limited. Even the formal propositions that 

it has been devised to elucidate cannot be said within it, 
but are capable only of being shown - by the networks 
of propositional pictures derivable operationally from its 
constituent complexes. 

( 4), for example, generates the network: 21 

( 5) represents a system of ontological inferences; it is in 
this sense that the propositional pictures of the formal 
ontological language are logically, but not ontologically 
independent. The inferences from: 

(6) @ @ 
to 

(6') @ 
may be said to represent a species of ontological syllogism, 
capturing some of those ontological insights which lay -
intermingled with insights of a purely logical nature - at 
the root of Aristotle's original syllogistic theory. 2 2 Other 
figures of the ontological syllogism may be felicitously 
represented as inferences yielding multiple conclusions 
(cf. Shoesmith and Smiley, 1978), where 
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(7) 

@ 

for example, is to be interpreted as signifying that if all 
propositional pictures above the line are true, then precisely 
one of the propositional pictures below the line is also 

true. 
Formation and deduction rules for the above may be 

specified by regarding each propositional picture as a con­
junction of sentences expressing Boolean relations between 
its constituent terms taken in pairs. Inspection reveals that 
the following is an exhaustive list of such relations: 

tR 1 s := t n s + o A t n f + o A f n s + o 
tR 2 s := t n s = o" t n f + o" f n s + o 
tR 3 s := t n s + o " t n f = o " f n s = o 
tR4 s := t n s + o " t n f + o " f n s = o 
tR 5 s:=tns=OA tnf=OA fns=f 0 

- corresponding, respectively, to (I), (2), (3), (4), and the 
converse of ( 4) above. 

We shall use 'S(m,n)' to designate the manifold of or­
dered pairs (i,j), m ~ i ~j ~ n, and 'JF(m, n)' to designate 
the manifold of functions from S(m, n) into { 1, 2, 3, 4, 5 }. 
The admissible propositional pictures may now be iden­
tified as those conjunctions of the form 

/\ a1Rt(t,;)a;, 1 ~m~n, /EIF(m,n) 
S(m,n) 

which are consistent with the axioms of Boolean algebra. 23 

a1R10. i)at is admissible if and only if f(i, l) = 3. 
k consistent conjunctionsina1p,mP~ip~np, l~p~k, 

determined, respectively, by the functions fp selected from 
JF(mp, np) are consistent with each other if and only if 
there is some function g E JF(min(mp), max(np)), such 
that 

and 

/\ a1Rg(t,J)af 
~(min(mp). max(np)) 

is consistent. The propositional pictures corresponding to 
the given k conjunctions can be combined into a single 

propositional picture only if g as thus defined is unique; 
otherwise the given manifold generates a family of mutually 
exclusive propositional pictures. Suppose g 1 , ... , g1 are the 
functions corresponding to the respective members of this 
family, then we can state the following general deduction 
rule: 

~ a1Rg1 (t, na;, ... ,~a1Rgi(t.l)a; 

whenever~ ..... , S1 ~ S(min(mp). max(np)). 

3. Pieces and moments 

Let us introduce the term 'extensive' to signify those objects 
entering into the Boolean or mereological relations of dis­
creteness, overlapping, etc., distinguished above. Extensive 
objects, for example lumps of metal or of cake, are objects 
which admit of piecing into constituent bits, mutually 
independent of each other.24 A lump of cake can, within 
certain limits, be sliced, either actually or in our imagina­
tion, in such a way that of each of the resulting slices it is 
true that its continued existence does not depend upon the 
continued existence of the remaining slices. 

We might initially be tempted to suppose that all ex­
tensive objects in the real material world are spatio-temporal 
concreta.25 Le5niewski himself lends some support to this 
position in his conception of mereology as standing in need 
of completion by the theories of chronology (the theory of 
time) and stereology (the theory of space). Consider, how­
ever, an object such as a sheet of glass which is uniformly 
red in colour. Here the glass itself is an object entering into 
the mereological relations of discreteness, overlapping and 
so on: it is capable of being pieced. But consider now the 
specific area of colour which pervades it. The latter is, surely, 
conceptually distinguishable from the former, even though 
existentially inseparable from it.26 And it is also, we shall 
argue, an object entering into mereological relations: 
slicing the sheet of glass in half, for example, whether 
actually or in thought, results in an exactly corresponding 
bisection of the colour of the glass. Yet this individual 
colour is not a materially extended concrete object. 

There are, then, extensive objects which are not con­
creta. Objects of this kind form the basis of Goodman's 
logische Au[bau in The Structure of Appearance. We have 
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no means of knowing whether Lesniewski himself admitted 
the possibility of such objects. We do however know that 
he admitted cases of non-concrete objects - such as sense 
data and dreams - which were, in his eyes, without spatial 
location.27 It is unfortunately impossible to determine 
what view he might have taken as to the relations between 
objects of this kind and the concreta {for example human 
beings) with which we should normally assume they are 
associated. He could not, of course, have held that they are 
parts of an individual in the mereological sense of 'part'. 
Yet is not clear, either, that they can properly be conceived 
as mereologically discrete from their bearers. The considera­
tion of such objects suggests, in fact, that it is necessary to 
evolve a generalised concept of part, comprehending not 
only detachable pieces, but also non-concrete parts, parts 
of objects which can be discriminated within those objects 
only in thought.28 

We shall introduce the term 'moment' to designate such 

abstractly discriminable but not materially detachable parts 
of a material thing.29 Moments may, like objects in general, 
be either extensive or non-extensive.30 Extensive moments 
are, like the colour of the sheet of glass, capable of being 
pieced; and the resultant pieces are capable of entering into 
mereological relations with each other. Non-extensive 
moments (examples of which will be provided below) are 
not capable of being pieced. The concept of moment is, as 
we shall see, a formal concept: the meanings of correspond­
ing expressions can be fixed exhaustively by reference to 
purely formal operations governing their use. 

Let us suppose that John is suffering from influenza and 
from a headache. The headache and the influenza are 
moments of John, standing in certain relations to each other: 
the former may be, for example, a symptom of the latter. 
We can compare John's headache with the (perhaps qualita­
tively indistinguishable) headache of Jane, and establish, 
say, that they temporally succeed each other. In making 
such comparisons we are dealing, surely, with entities no 
less distinct and separate than their respective bearers. 
Similarly, we would argue, the redness of the sheet of 
coloured glass on the table is distinct and separate from the 
redness of the sheet of coloured glass on the chair, even 
where the two sheets are (as we would normally say) 
identical in colour. The paradox is removed, of course, by 
distinguishing numerical from qualitative identity. Where 
analytic philosophers have normally supposed that the 
distinction between these two kinds of entity can be drawn 
only in relation to ordinary material bodies falling under 

sortal terms and to the pieces of such bodies, the pro­
ponent of moments is claiming, in effect, that the distinc-

tion applies also to entities of a third category, distinct 

from both of these. 

4. Against moments 

Within the Anglo-Saxon philosophical literature it is Stout 
who is most commonly associated with the claim that 
moments or particularised qualities and relations exist and 
that the acknowledgment of their existence is a precondi­
tion of an adequate ontological theory of material reality .31 

Moore, on the other hand, is most commonly associated 
with the denial of this claim. The defenders of moments 
have included also Husserl,32 Meinong,33 Ingarden,34 

Kenny,35 Williams,36 and - with some reservations -
Strawson .3 7 Their critics have included Brentano and 
Marty,38 Gustav Bergmann and his pupils (for example 
Grossmann 39), Armstrong,40 and most notably - especially 

with regard to those moments which are mental acts and 
states - the later Wittgenstein. 

In his famous dispute with Stout on this issue, Moore 
claimed that he could make nothing at all of what Stout 
was saying. And it is difficult to see what arguments could 
be advanced which would convince him that he should 
make the effort to understand. For there is no worldly 
fact which cannot be expressed in a vocabulary which 
eschews reference to moments. That there is a moment 
of influenza inhering in John, for example, can be ex­

pressed by asserting that John has influenza; that there 
is a moment of redness inhering in this sheet of coloured 
glass can be expressed simply as: the sheet of glass is 
red.41 Here both 'influenza' and 'red', as they occur in the 
reformulated sentences, are general terms; their use in­
volves ontological commitment not to individual moments 
but (at most) to general concepts or to universals. 

It is not contingent facts which fall out of our purview 
when moments are denied, but rather certain materially 
necessary relations between objects in the world (relations 
reflected by propositions which are, in the jargon of philos­
ophy, synthetic and a priori)42 . Consider, for example, 
the thesis that a particular individual redness r cannot, 
as a matter of necessity, exist, except in co-existence with 
some specific extended object; or the thesis that the 
individual moments of hue, saturation and brightness 
which constitute a particular redness cannot, as a matter 
of necessity, exist, except in co-existence with each other .43 

These theses are not capable of being expressed except in 

a language which embraces ontological commitment to 
moments. But for analytic philosophers already suspicious 
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of (de re) necessity they will provide little reason to abandon 
suspicion of the new and dubious category of moments. 

The most powerful motivating force underlying the 
resistance of the analytic philosopher to the acceptance of 
an ontology of moments is his tendency to run together 
ontological questions with questions of logic or 'grammar'. 
Confronted with sentences involving apparent reference to 
moments, the analytic philosopher will attempt to under­
stand the logical form of such sentences, i.e. he will attempt 
to translate them into the canonical notation of the predi­
cate calculus.44 But this notation, as standardly understood, 
allows reference only to objects of non-dubious kinds. 
(This is a result of the fact that the employment of the 
predicate calculus as a tool of analytic philosophy has 
rested on a reading of its individual constant and variable 
terms as standing in for the proper names of ordinary 
language. The latter contains no proper names for moments, 
and therefore also no means of signalling, where moments 
are concerned, the distinction between numerical and quali­
tative identity.) The ontological question, whether non­
dubious objects exhaust the furniture of the universe, is 

thereby replaced by the logical question: can talk in terms 
of objects (or in terms of objects and concepts) do the 
work of talk in terms of moments? Our own view, as will 
by now be clear, is that the new - or not so new 45 

-

category must indeed be recognised. The catalogue of 
moments would include not only individual colours, tones 
and other secondary qualities, diseases and their symptoms, 
mental acts and states, but also shapes, motions, velocities, 
electric fields and charges, and almost all the other phenom­
ena of physics.46 

It is not only our picture of the ontology of the world 
which gets mucked up when moments are excluded how­
ever. Our picture of mental experience, too, becomes 
distorted. For there are large and important classes of 
mental acts which have moments as their objects; and as 
we shall see, the analytic philosopher's attempts to come 
to grips with the structures of such acts without recourse 
to moments leads him to conclusions that are wholly 
counterintuitive. 

It is possible to divide mental acts into two broad 
categories: acts directed to objects (in our wide sense): 
for example an act of seeing, noticing or remembering 
the door; and acts directed to states of affairs, called by 
analytic philosophers 'propositionally articulated': for 
example a seeing, noticing or remembering that the door 
is closed. 

Now it would seem that there are many acts quite clear­
ly falling within the former category which are directed 

not to individual objects falling under sorta! terms but to 
moments. We can see, smell, feel, notice or remember, for 
example, the colour of Kissinger's hair, the anger of Monos­
tatos, the light of Venice, the smell of Lake Nyassa, the gait 
of Groucho Marx, the pace of Manhattan, and so on. In 
virtue of their denial of moments, analytic philosophers 
are constrained to regard such acts as propositionally 
articulated (Pameno's seeing the anger of Monostatos, 
for example, is replaced by Pameno's seeing that Monos­
tatos is angry; a thinking about John's influenza is replaced 
by a thinking about John combined together with a think­
ing that John has influenza). The analytic philosopher can 
give credence to this account only because his methodology 
allows him to come into contact with mental experience it­
self only indirectly: his immediate attentions are directed 
to the sentences normally used to express or signal mental 
acts. To understand mental experience is for him merely 
to understand the logical form of the sentences in which 
the relevant mental verbs figure. But whilst it may (per­
haps) be true that 'Pameno sees the anger of Monostatos' 
behaves, from the logical point of view, indistinguishably 
from 'Pameno sees that Monostatos is angry', the two 
sentences picture mental acts whose ontological structures 
are - like the structures of their respective objects -
crucially distinct. 

S. Propositional pictures II 

Given any arbitrary material aggregate we can introduce 
arbitrary piecings or partitions of the aggregate into con­
stituent material parts. In an aggregate of cabbages and 
kings, for example, the partition Z 1 might discriminate the 
sub-aggregate consisting of all cabbages from the sub­
aggregate consisting of kings; Z2 might discriminate kingly 
legs from the sub-aggregate of cabbages aggregated with 
kingly residues; Z3 might discriminate green from non­
green members of the original totality. 

Z 1 , Z2 and Z 3 are material partitions, not merely in the 
sense that they discriminate material parts, but also in the 
sense that the concepts in terms of which they articulate 
the initial totality are material, rather than formal concepts 
(the meanings of the corresponding expressions - 'green', 
'leg', 'Icing', etc. - are not capable of being grasped com­
pletely, 'without bothering about sense or meaning', by 
reference to the formal operations which govern their 
use).47 Can we assume that all partitions are material in 
this second sense? Consider, for example, that partition of 
the totality of kings and cabbages which discriminates its 
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constituent individual objects. The concept of an individual 
object, of an integral or unified whole, is, surely, a fonnal 
concept (and we shall see that the formal ontological 
language can be extended in such a way as to establish 
that this is indeed the case). But problems arise in virtue of 
the fact that individual objects can be discriminated at 
different levels within the initial totality. There is, first of 
all, the natural partition of this totality into individual 
cabbages and kings. But within each cabbage and king we 
can go on to discriminate individual cells, individual mole­
cules, and so on. 

The existence of this hierarchy of levels within the world 
of material things implies also that the mereological con­
cept of piecing discussed in Section 2 above is more involved 
than may at first appear to be the case. That process of 
slicing a piece of cake which produces further sliceable 
pieces of cake (further pieces on the same level as the 
original whole) must somewhere - perhaps with the appear· 
ance of molecules of starch - come to an end. Spatial or 
temporal continua, in contrast, are homogeneously piece­
able. This suggests a distinction between homgeneous and 
non-homogeneous extensivity: a non-homogeneously ex­
tensive whole contains within itself - corresponding to the 
successive levels of integrity to be disclosed within it -
certain material contours which must be respected in any 
actually executed process of piecing. 

How, then, are we to extend the formal ontological 
calculus in such a way as to exhibit the formal character 
of the concept individual object? It is the notion of existen­
tial dependence which will form the basis of this extension. 
A colour moment is, we have said, dependent on its bearer: 
whilst the fonner cannot exist without the latter, the latter 
may well exist without the former (though not, we can 
assume, without some colour moment). A husband, similar­
ly, is dependent on a wife. Here, however, we have a case 
of two-sided or mutual dependence, since the wife, equally, 
cannot exist (in her capacity as wife) without her husband. 

Following Husserl we can say that an item t is founded 
upon a second item s if and only if t is such that, of its 
nature, it cannot exist except as bound up (in some more 
inclusive whole) with s .48 If t is founded on r and there is 
no s -such that t is founded on s and s on r, then we say 
that tis immediately founded uponr; otherwise tis media· 
tely founded. An individual object - integral or unified 
whole - can now be defined as a whole all of whose parts 
are mediately or immediately founded on each other, and 
none of whose parts are founded on any item discrete from 
the whole itself. The existence of different levels of integri­
ty is recognised, within the terms of this definition, in 

virtue of the fact that the foundation or dependence of 
one object upon another is itself a function of the ontolog­
ical level or region from whose standpoint the given objects 
are considered. (Hans in his capacity as a husband is founded 
on Erna his wife; in his capacity as a human being, how­
ever, Hans can perfectly well exist independently of his 
wife.) 49 

Integral wholes are symbolised by polygonal frames. 
111' signifies that the integral whole t exists. That the 

integral whole s is part of the integral whole t is signified, 
in analogy with the notation introduced above, by: 

(8) 

'D' signifies 'an integral whole exists'. 
Moments, that is to say, those items founded on other 

items, we symbolise by means of broken frames such as: 

c- D.- I-.""· I=. C=.-_' -. 
The meaning of the above can perhaps best be made clear 
by means of examples: 

One-sided dependence 

(9) 

signifies that, say, the specific bruise, blueness or baronetcy 
bis founded or dependent on its bearer, Alfredo. 

(A connected frame-complex like (9) should not be 
held to carry any presupposition to the effect that moment 
b and object a are mereologically discrete, that b lies out­
side its bearer. Whilst it is natural to conceive certain kinds 
of moments as discrete in this sense, for other kinds of 
moments it is equally natural to conceive moment and 
object as overlapping or, indeed, to conceive a moment as 
a proper part of its object. Presuppositions of mereological 
discreteness are however preserved in disconnected frame­
complexes like: 

{IO) 8- [] 
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Here, however, it is left open whether b is a moment of a 
or of some other object.) 

(II) C:G' KJ: 

; : c : a 
: : 

might signify that the judgmentj {the specific mental act of 
judgment performed by Alfredo at some specific time) is 
founded on a certain competence (including a knowledge of 
the language in which j is formulated), which is in turn 
founded on Alfredo. Alternatively it might signify that 
Alfredo's recovery is founded on his prior sickening, or that 
Alfredo's redemption is founded on his having sinned. 

Mutual dependence 

(12) !.~[] 
~e 

might signify that husband Hans and wife Erna are mutual­
ly founded on each other. Alternatively it might signify 
the mutual dependence of the North and South poles of a 
magnet. The individual cells of my body, considered in and 
of themselves, are mutually independent; considered as 
functioning parts of my body, however, they are bound 
together in complex ways by relations of mutual founda­
tion. 

Relational dependence 

A swordfight, s, between Hans and Erna, is a relational 
moment one-sidedly founded upon both members of the 
pair of objects which it relates: 

(13) l.:l__j-LJ-:1 
L.JlsiLJ 

Note that the swordfights, hits, kisses and bonds of wed­
lock which bind Hans and Erna to each other are material 
relations; thus they are to be distinguished from the rela­
tions of foundation or dependence, signified by lines 
emanating from non-solid frames, which are purely for­
mal.so 

It is not only material objects such as living bodies and 

lumps of cake which exhibit successive levels of articula­
tion. Relational and non-relational moments, too, may 
admit the discrimination of constituent individual parts. 

Let us suppose that Alfredo and Bemadetto are bound 
together by a material relation r, which exists in virtue 
of a promise p, whose content has not yet been realised: 

{14) ~ 
'. : 

: r ! b 

: p 
i 

Here r consists, in effect, of a claim by Bernadetto on 
Alfredo, mutually founded on an obligation on Alfredo's 
part, in respect of Bernadetto. Or, in other words: 

{15) 

L ... ~....... : ..... ~ .... H=CJ 
: ........ "'f""""' .. -

[] 
Note that whilst the material relation r between a and b 
is merely contingent {Alfredo need not have promb.:d 
anything to Bernadetto), once r and p are in place, the 
formal relations (represented by the lines emanating from 
broken frames) are relations of necessary co-existence: 
o cannot exist as a matter of necessity, unless a and c, 

and therefore also b, exist. 5 1 

Moments of extension 

A moment of colour cannot exist except as the colour of 
some specific moment of visual extent, which in turn can­
not exist except as the bearer of some specific colour.52 

{16) n~[J= L_J-1 e 

Further, every colour moment manifests constituent 
moments of hue, brightness and saturation. A colour-hue 
cannot of its nature exist, except as bound up with some 

specific brightness and saturation; brightness and saturation 
cannot exist except as bound up with some specific hue. 53 

{16) can therefore be redrawn as: 
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(I 7) 

A moment of tone, similarly, depends upon some specific 
moment of temporal extent (every actually existing tone 
has some duration). The dependence involved here is one­
sided rather than mutual, since a silence, too, (that is to 
say nothing at all) can found a temporal extent: 

(18) c~ 
t r--LJ 

But tones also exhibit constituent moments (of pitch, timbre 
and loudness) mutually founded on each other. ( 18) can 
therefore be redrawn as: 

(19) 

In Section 3 above we defined extensive wholes as 
wholes which enter into the mereological relations of 
discreteness, overlapping, etc., and thus admit of piecing. 
Those wholes which admit of arbitrary decomposition 
into constituent mutually independent pieces we called 
purely or homogeneously extensive. Spatial and temporal 
stretches e and d are purely extensive in this sense: they 
can be arbitrarily pieced, and their piecing brings about 
a corresponding piecing of the respective moments of 
colour and tone with which they are associated. (16), 
for example, may become transformed into: 

(20) 

or alternatively (where the process of piecing is carried out 
only in thought) into: 

(21) 

A movement of the hand enduring through the interval i 
can likewise be pieced, in reflection of any arbitrary piecing 
of i into constituent temporal phases. Consider, however, 
that movement m of the hand of Brutus which is his 
stabbing of Caesar. Considered purely as a movement, m 
is, like c and n, arbitrarily pieceable. Considered as a 
stabbing, however, m cannot be pieced, since a process of 
stabbing is not made up of arbitrarily delineable constituent 
stabbings in the way that a movement is made up of arbi· 
trarily delineable constituent movements. We might there­
fore distinguish a spectrum of degrees of extensivity. At 
the one extreme we have pure or homogeneous extensivity, 
exhibited by spatial and temporal continua and by certain 
moments immediately founded on these. At the opposite 
extreme we have strictly non-extensive moments which are 
not decomposable into pieces at all. These fall into two 
categories. On the one hand we have killings, murderings, 
promisings, blessings, forgivings, etc.; processes which take 
place in time, but which are not decomposable into consti­
tuent processes which are themselves also killings, murder­
ings, promisings, etc. On the other hand we have trivially 
non-pieceable event-boundaries such as beginnings and 
endings (Alfredo's becoming married to Carlotta, Caesar's 
becoming dead, and so on).54 Between the two extremes 
we have material wholes (such as lumps of metal and of 
cake), together with, for example, processes of whistling 
and hitting. These can be decomposed, but only up to 
certain limits, into constituent parts on the same level as 
the original totality: a whistling may be pieceable into 
component whistlings, but resolves, eventually, into con­
stituent individual whistles. 

6. Epilogue on formal operations 

Clearly the polygonal frames of integrity and of moment­
hood can be combined diagrammatically with the circular 
frames of Section 2 in such a way as to give rise to new 
families of formal ontological inference-relations after the 
manner of (5) above, though of a radically higher degree of 
complexity. Two distinct, though related problems then 
remain to be solved. The first consists in the specification, 
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within the framework of the formal ontological language, 
of the purely formal operations which define the meanings 
of its constituent constants. A solution of this (compara­
tively simple) problem allows us to make manifest the 
formal character of the concepts moment, individual object, 
and so on, introduced above. The second, more difficult 
problem is that of extending the formation and deduction 
rules specified for the purely Boolean fragment of the 
language, in such a way that they would embrace also 
propositional pictures incorporating polygonal frames and 
frame-connecting links. Neither problem is of purely 
parochial interest: to the extent that the frame language 
is, as we have claimed, a directly depicting language, the 
specification of its structure is part of a larger, ontological 
project. Our understanding of the properties of an extended 
Boolean language has implications also for our understanding 
of the structure of the world itself. 

Notes 

1 Cf. Section 62 of the 'Prolegomena' to Husserl (1900/01), and 
also Chapters 2 and 3 of Mulligan (1980). 
1 More precisely, though also more tendentiously, we may say that 
logic deals with the meanings of such sentences. On the ontological 
distinction between meaning~ntities and object~ntities - which 
corresponds loosely to Frege's distinction between senses and 
(ordinary) referents - see Smith (1978), Section 2. 
3 We leave open the question whether this is a sufficiently precise 
demarcation of the province of logic (f..hether, for example, identity 
should be recognised as a logical concept, and whether logic should 
include, say, the theory of types, simple or ramified). See Hacking 
(1978), (1979). 
• The literature on part-whole relations, especially from Austrian 
and German (and of course Polish) authors, is considerably more 
extensive than is normally supposed; see the bibliography to Smith 
(ed.) (1982). 
5 It was almost certainly Russell, in his early papers on Meinong's 
theory of objects, who was the first explictly to run together 
logical and ontological structure. Cf. his discussion of one-sided 
(ontological) implication on p. 25 of his (1904). 
• Cf. Hacking (1979), Mulligan (1980, Ch. 2) and Smith (1981). 
The first truly coherent statement of the operational conception 
of logic was almost certainly made by Gentzen (1935). 
1 See, e.g., his (1901), pp. 475, 485 (1900/01), 'Prolegomena', 
Sections ~?ff.; Investigation III, Ch. II; Investigation IV, Section 13. 
1 Cf. Dummett (1973), Ch. 2. 
9 Logic after the manner of, for example, Boole, on the other hand, 
has fallen entirely out of favour - and not without reason: "anyone 
unaquainted with Boole's works will receive an unpleasant surprise 
when he discovers how ill-constructed his theory actually was and 
how confused his explanations of it" (Dummett, 1959, p. 205). 
Identical criticisms can be directed against Schrader, and even against 
that last great representative of the Boolean logical tradition, 

Leopold Lowenheim (see especially the latter's 1940). 
10 See, e.g., Cocchiarella (l 974) and Smith (l 978). 
11 Carroll's logical writings (1977) hardly rise above the level of a 
formal game, though he advances a number of interesting diagram­
matical innovations. The mathematical work of Clifford and Syl­
vester on certain algebraic analogues of the two-Oimensional nota­
tion of chemistry, on the other hand, work which has its origins in 
the same logico-algebraic tradition, contains important and seminal 
ideas in what has subsequently come to be called graph theory. 
12 This is especially true in the case of Schrader (l 966). 
15 Such rules have been provided for a linear calculus having many 
similarities to the formal ontological language developed here in: 
W. Degen, 'Sketch of a Rational Grammar', University of Erlangen 
(unpublished}. 
14 Tractatus, 3.202, 4.22f, 5.55. 
15 We leave open the question whether this broad understanding 
of the concept 'object' can be extended to include, for example 
sentences and sentence-meanings (cf. Husserl's 4th Logical Investiga­
tion). This would imply, of course, that the subject-matters of logic 
and ontology overlap, though their respective treatments of their 
common subject-matters would be entirely different. 
16 Left-right concatenation accordingly carries no connotation of 
spatial or temporal proximity; it signifies, rather, the empty (formal) 
relation in which the elements of any arbitrary complex or list 
stand to each other: cf. the treatment of (what Husserl confusingly 
calls) 'psychical relations' in hisPhilosophie der Arithmetilc (1891). 
17 The former reading should normally be presupposed in what 
follows, if only in order to avoid notational ambiguity. This am­
biguity can of course be removed syntactically, e.g. by writing an 
assertion sign before a propositional picture in those contexts in 
which its intended reading is non-nominal. 
11 Cf. e.g. Tractatus, 6.124. 
19 See Husserl (1900/01), Investigation IV, Section 11; V, Section 
35; (1929), Appendix I, Section 13. 
20 It is of course possible, once actual names have been substituted 
for the dummy expressions 't', 's', 'r', etc. in a propositional picture, 
to exhibit the logical form of the proposition which results, and this 
will sometimes involve the use of quantifiers (e.g. where 't' and 's' 
in (4) signify respectively 'Britons' and 'Englishmen'). 
21 The rule of inference at work here is Degen's law: from any r 
move to any 4, where all well-formed parts of '4' are parts of 'r'. 
Here •r• and '4' are meta-linguistic variables ranging over proposi­
tional pictures. 
12 See Reinach (1911), p. 114n (Section 19 of the English trans.). 
23 I am grateful to Kit Fine for this statement of the problem. 
24 Husserl (1900/01), Investigation III, Section 17. 
15 This is the standpoint of reisrn or concretisrn, first propounded 
by the later Brentano and most assiduously defended by Kotar­
binski in his (l 966). 
"' On the distinction between 'abstractables' and 'extractables' 
see Ryle (1960), p. 58. 
27 I am grateful to Prof. C. Lejewski for this information: cf. 
Kotarbinski, op. cit., p. 431. 
n The case for such a generalisation has been more fully presented 
in Smith (1981) and in Smith and Mulligan (1982). 
29 'Moment', here, is a translation of the German 'das Moment', 
normally rendered as 'element' or 'factor', and contrasted with the 
masculine 'der Moment', signifying a moment or instant of time. 
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The neuter term has an established employment in the vocabulary 
of mechanics in expressions like 'moment of inertia', 'moment of 
force', 'moment of a couple', and so on. 
'° Husserl (1900/01), Investigation III, Section 17. 
" Stout (1918); on the Stout/Moore debate see Kiinne (1982). 
The question whether moments exist is, of course, independent of 
the question of the formal character of the concept moment, which 
is our principal concern in the present paper. The latter question 
will however naturally become considerably more interesting if 
we find that the former has to be answered in the affirmative. 
32 For an account of Husserl's theory of moments, which arguably 
forms the indispensable ontological basis for the entire discipline 
of phenomenology, see Simons (1982); Smith and Mulligan (1982), 
and the references there given. 
33 Most explicitly in his (1906). 
34 (1964/65), Vol. II/I, Ch. VIII, Sections 40ff. 
35 E.g. his (1980), pp. 33ff. 
341 See his (1953). 
31 (1959), e.g. pp. 46f., 71, 79. 
31 (1930), Part Ill.On Marty, cf. Mulligan, op. cit., Ch. 4, Section 2. 
39 (1974), Ch. VII, Section 1. 
40 (1978),Ch.8. 
41 This account is defended by Tugendhat (1976), Ch. 10, pp. 
168ff. 
42 Husserl, Invertigation Ill, Section 11 on "The difference be­
tween these 'material' laws, and 'formal' or 'analytic' laws". See also 
Smith (1981) and Mulligan(1980),Chs. 2 and 3. 
43 Stout, and other Anglo-Saxon defenders of moments, normally 
failed to appreciate the importance of such necessary co-existence 
relations (as they failed also to appreciate the mereological proper­
ties of extensive moments). For a discussion of the modal logical 
properties of propositions expressing dependence relations see 
Simons (1982). 
44 Or, as in the case of the later Wittgenstein, he will attempt to 
exhibit their 'grammar'. 
45 The theory of moments was of course anticipated by Aristotle 
and the scholastics in their theories of individual accidents. See 
Smith and Mulligan (1982), Section 1. 
44 On the moment-structures in the world of physics see Kohler 
(1920) and the discussion in Smith and Mulligan (1982), Section 6. 
47 A taxonomy of types of material partition is provided by Rausch 
(19 3 7); see also the discussion in Smith and Mulligan, loc. cit. 
48 Cf. Husserl, Investigation Ill, Sections 14ff. This statement of 
the deimition is incomplete, since it fails to take into account the 
essences or natures of the objects involved: see Simons (1982) 
and Smith (1981). 
49 More detailed discussions of this relativisation of the concept 
of foundation to level or region are provided in Smith (1982) 
(especially in relation to the social formations investigated by 
Reinach in his (1913) and Simons, op. cit. On the concept of 
absolute foundation see Husserl, loc. cit. 
50 Vitalist theories of biological organisation seem to have rested 
on the view that there exists a material relation (call it 'life') binding 
together the molecules of a living body. 
51 On the synthetic a priori relations between social formations 
see Reinach (1913). 
52 Relations of mutual dependence between mental contents were 
frrst investigated by Stumpf in his (1873), a work of the highest 

significance In the history of the theory of part and whole, not 
only because it influenced Husserl In the development of his own 
theory In the 3rd logical lnveltlgation, but also because it effected 
a radical break with the atomistic theories of mental experience 
which had hitherto predominated amongst empirical psychologists: 
see Smith and Mulligan (1982). 
53 For an account of these relations see, e.g., Harrison (1973), pp. 
68ff. 
54 The latter have obvious analogues In spatial boundaries, surfaces, 
etc. Candidate spatial examples of non-pieceabte entities in the 
former category might be traffic signs, and works of visual art. 
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